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- signal-to-reconstruction-noise ratio of the filter bank $10 \log _{10} \sum x(n)^{2}-10 \log _{10} \sum\{x(n)-\hat{x}(n)\}^{2}$, where $\hat{x}(n)$ is the reconstructed signal given white noise input.
Our algorithm obtained the solution for design example 1 in 8,6 , $5,4,3,3,3$, and 2 iterations of the inner loop procedure, and it obtained the solution for design example 2 in $9,5,5,3,3,2,2,2$, and 2 iterations of the inner loop procedure. The frequency responses of the two design examples are plotted in Figs. 1 and 2, respectively.
It is well known that the stopband ripple profiles of the prototype filter will affect the overall reconstruction error of the modulated filter bank. Using our proposed algorithm, we are able to control the ripple profiles in the prototype filter's stopband to minimize the aliasing error as well as the overall reconstruction error. From Table I, it can be seen that both examples achieved SNR in excess of 100 dB . In comparison with the modulated filter bank used in MPEG-1 audio codec layers 1 and 2 (which achieves an SNR of about 86 dB using the same test sequence), our design example 2 performs significantly better with an SNR of 108 dB and equiripple stopband attenuation of -124 dB while maintaining the same computational complexity as the modulated filter bank used in MPEG-1.


## V. Conclusions

In this correspondence, we presented an efficient algorithm for the design of $M$-channel cosine-modulated near PR filter banks. The filter bank design is formulated as an unconstrained quadratic programming problem with respect to the prototype linear-phase lowpass FIR filter. Typically, only a few iterations are needed to obtain a solution optimal in the weighted minimax sense. The proposed algorithm provides flexible control of the ripples in the prototype filter's stopband, the overall filter bank transfer function, and the aliasing components. Good $M$-channel cosine-modulated filter banks with stopband attenuation and signal-to-reconstruction-noise ratio exceeding 100 dB can be easily designed using our algorithm.
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## Analysis of Momentum Adaptive Filtering Algorithms

Rajesh Sharma, William A. Sethares, and James A. Bucklew


#### Abstract

This correspondence analyzes the momentum LMS algorithm and other momentum algorithms using asymptotic techniques that provide information regarding the almost sure behavior of the parameter estimates and their asymptotic distribution. The analysis does not make any assumptions on the autocorrelation function of the input process.


## I. Introduction

The least mean squares (LMS) algorithm [1], [2] has become one of the most popular adaptive filtering algorithms due to its inherent simplicity and robustness. However, LMS often converges slowly. To remedy this, several modifications of LMS have been proposed over the years. One such modification is the momentum LMS (MLMS) adaptive algorithm first proposed by Proakis [3]. Roy and Shynk [4] demonstrated that MLMS can be viewed as an approximation to the conjugate gradient algorithm. The MLMS is useful in applications where error bursting is a problem. The MLMS recursion is

$$
\begin{equation*}
W_{k+1}=W_{k}+\mu\left(D_{k}-W_{k}^{T} X_{k}\right) X_{k}+\alpha\left(W_{k}-W_{k-1}\right) \tag{1}
\end{equation*}
$$

where $W_{k}=\left[w_{k}^{1}, w_{k}^{2}, \cdots, w_{k}^{d}\right]^{T} \in \mathbb{R}^{d}$ is the parameter estimate at the $k$ th iteration, $D_{k}$ is a real valued desired response, $X_{k}=$ $\left[x_{k}^{1}, x_{k}^{2}, \cdots, x_{k}^{d}\right]^{T} \in \mathbb{R}^{d}$ is the input process, $\alpha \in(-1,1)$ is the momentum factor, and $\mu>0$ is the step size.

An analysis of MLMS is carried out in [4], in which convergence of $E\left[W_{k}\right]$ and $E\left[W_{k} W_{k}^{T}\right]$ are studied under assumptions that $\left\{X_{k}\right\}$ is a stationary Gaussian process, and $W_{k}$ is independent of $X_{k}$. The theoretical analysis is valid for small $\alpha$, i.e., $|\alpha| \ll 1$. It is shown via theoretical analysis and simulations that for $\alpha>0$, MLMS offers an improvement in convergence rate relative to LMS. However, this increase is offset by a corresponding increase in the misadjustment. Interestingly, when $\alpha<0$, MLMS has a slower convergence rate and lower misadjustment than LMS. It is shown that MLMS becomes unstable when $|\alpha| \rightarrow 1$. In addition, the misadjustment is quantified in terms of $\alpha$ and the statistics of the inputs.
The current correspondence extends these results based on the theoretical framework of [5]. The analysis is valid for all $\alpha \in(-1,1)$, and we show that these values of $\alpha$ result in stable MLMS algorithms. Although the analysis in [4] was for Gaussian processes, our analysis does not make any assumptions on the distribution or correlation of
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the input, and no independence assumptions between $W_{k}$ and $X_{k}$ are made. In fact, in most applications, $W_{k}$ and $X_{k}$ are not independent. Our results hold for a large class of input and desired response processes. Furthermore, the theoretical approach gives almost sure behavior of the parameter estimates $\left\{W_{k}\right\}$ rather than mean squared behavior or mean behavior. From a practical point of view, this is pleasing since the results hold with probability one (w.p. 1), i.e., for essentially any realization of the input process $\left\{X_{k}\right\}$ and the desired response process $\left\{D_{k}\right\}$. Our results confirm the observations made in [4] regarding convergence rates and misadjustment and their relation with $\alpha$. Furthermore, the asymptotic distribution of $W_{k}$ is shown to be Gaussian with mean $W^{*}=E\left[X_{k} X_{k}^{T}\right]^{-1} E\left[X_{k} D_{k}\right]$ and covariance matrix $(\mu / 1-\alpha) \Sigma$, where $\Sigma$ depends on the correlation of the input process and the desired response process.

The main results used in our analysis are stated and proved in [6]. These are extensions of the results found in [5]. Although these results are technical, their usefulness is demonstrated in the later sections where strong statements are made regarding the behavior of the parameter estimates of MLMS. In Section II, the results are applied to MLMS and are extended to adaptive algorithms with multiple momentum terms in Section III. In Section IV, examples and simulations are presented to illustrate the applicability of the results.

## II. Momentum LMS

For our analysis of (1), define $W_{\mu}(t)=W_{[t / \mu]}$ for $t \in[0, \infty)$, where $[t / \mu]$ is the largest integer less than $t / \mu$. The $\mu$ dependence of $W_{\mu}(t)$ is noted by the subscript, and on occasion, it will be necessary to note the $\alpha$ dependence and write $W_{\mu, \alpha}(t)$. The parameter estimates $\left\{W_{k}\right\}$ also depend on $\mu$ and $\alpha$, that is, $W_{k}$ is sometimes written as $W_{k}^{\mu, \alpha}$ or as $W_{k}^{\mu}$ to emphasize the dependence. The Euclidean norm of a vector $x \in \mathbb{R}^{d}$ is denoted by $|x|$.

To study the convergent behavior of $W_{k}$, fix $\alpha$ and assume the following:

H1) $\left\{\left(X_{k}, D_{k}\right)\right\}_{k=0}^{\infty}$ is a zero mean stationary ergodic random process. Assume $E\left[\left|X_{0}\right|^{2}\right]$ and $E\left[\left|D_{0}\right|^{2}\right]$ are finite.
H2) $R=E\left[X_{0} X_{0}^{T}\right]$ is positive definite.
H3) Assume, for simplicity, the algorithm is initialized with $W_{0}=$ 0.

If $P=E\left[X_{k} D_{k}\right]$, then the optimum solution is given by $W^{*}=$ $R^{-1} P . R$ will be positive definite for almost all processes encountered in applications. Let $\left\{\lambda_{m}\right\}_{m=1}^{d}$ denote the eigenvalues of $R$. Since $R$ is symmetric, $R=Q \Lambda Q^{T}$, where $\Lambda$ is a $d \times d$ diagonal matrix containing the eigenvalues of $R$, and $Q=\left[q_{1}, \cdots, q_{d}\right]$ is an orthogonal matrix, i.e., $Q^{T} Q=I_{d \times d}$.

Using [6, Th. 1], we obtain the following result: w.p. 1., for any $T>0$ and for fixed $\alpha \in(-1,1)$

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \sup _{t \leq T}\left|W_{\mu, \alpha}(t)-\mathcal{W}_{\alpha}(t)\right|=0 \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{W}_{\alpha}(t)=\beta \int_{0}^{t} e^{-\beta R(t-\tau)} P d \tau=W^{*}-\delta_{\alpha}(t) \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\alpha}(t)=\sum_{i=1}^{d} \frac{e^{-\beta \lambda_{i} t}}{\lambda_{i}} q_{i} q_{i}^{T} p \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\frac{1}{1-\alpha} \tag{5}
\end{equation*}
$$

Note that (2) implies that for almost all realizations (w.p. 1.) of the input process and desired response, the parameter estimates
$\left\{W_{k}\right\}$ approximately follow the evolution of $\mathcal{W}_{\alpha}(t)$ over finite time intervals for small stepsize $\mu$. That is, for any $T>0$

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \max _{0 \leq k \leq[T / \mu]}\left|W_{k}^{\mu, \alpha}-\mathcal{W}_{\alpha}(k \mu)\right|=0 . \tag{6}
\end{equation*}
$$

Furthermore, (6) implies that for small $\mu$, the number of iterations of (1) required for $W_{k}$ to enter some ball about $W^{*}$ is proportional to $1 / \mu$. It is important to note that although (6) does imply that the parameter estimates will enter a ball about $W^{*}$, it does not imply that the parameter estimates will remain in the ball about $W^{*}$ forever. This is a consequence of the asymptotic distribution of $W_{k}$, which is shown to be Gaussian later on in this section.

Let $\bar{h}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be defined as $\bar{h}(w)=(P-R w)$. For small $\mu$, the behavior of MLMS can be determined by studying the deterministic ordinary differential equation (ODE)

$$
\begin{equation*}
\dot{w}=\beta \bar{h}(w) \tag{7}
\end{equation*}
$$

for which $\mathcal{W}_{\alpha}(t)$ is the unique solution corresponding to the initial condition $\mathcal{W}_{\alpha}(0)=0$. For instance, since

$$
\frac{\partial \beta \bar{h}\left(W^{*}\right)}{\partial w}=-\beta R
$$

is negative definite, $W^{*}$ is locally stable [5], [7]. Furthermore, it follows from (3) that $\lim _{t \rightarrow \infty} \mathcal{W}_{\alpha}(t)=W^{*}$, and the rate at which $\mathcal{W}_{\alpha}(t)$ converges to $W^{*}$ depends on the rate at which $\delta_{\alpha}(t)$ tends to zero as $t \rightarrow \infty$. Therefore, $W^{*}$ is a globally stable equilibrium point of the ODE (7) since given any initial condition, the solution to the ODE decays to $W^{*}$.

Recall that (2) holds for fixed $\alpha$. It follows from (2) that given $\epsilon>0$ and $T>0$, there exist a $\mu_{0}$ possibly depending on $\alpha$ such that for all $\mu \leq \mu_{0}$

$$
\begin{equation*}
\max _{0 \leq k \leq[T / \mu]}\left|W_{k}^{\mu, \alpha}-\mathcal{W}_{\alpha}(k \mu)\right|<\epsilon \tag{8}
\end{equation*}
$$

Typically, one is interested in the behavior of (1) for different momentum factors $\alpha$ with the stepsize $\mu$ fixed (see Section IV). Applying [6, Corollary 1], it follows that $\mu_{0}$ does not depend on $\alpha$ if $\alpha$ is restricted to lie in $\left[-\alpha^{*}, \alpha^{*}\right]$, where $\alpha^{*} \in(0,1)$ That is, $\alpha^{*}$ can be chosen arbitrarily close (but not equal) to 1 . The precise statement is w.p. 1 , for any $T>0$

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \sup _{\alpha \in\left[-\alpha^{*}, \alpha^{*}\right]} \sup _{t \leq T}\left|W_{\mu, \alpha}(t)-\mathcal{W}_{\alpha}(t)\right|=0 . \tag{9}
\end{equation*}
$$

Therefore, given $\epsilon>0$ and $T>0$, there exists a $\mu_{0}>0$ such that for any $\alpha \in\left[-\alpha^{*}, \alpha^{*}\right]$ and all $\mu \leq \mu_{0}$, (8) holds. Hence, for a small fixed stepsize $\mu$, the deviation of $W_{k}^{\mu, \alpha}$ from $\mathcal{W}_{\alpha}(k \mu)$ over finite time intervals will be small for any $\alpha \in\left[-\alpha^{*}, \alpha^{*}\right]$. Thus, for small $\mu$, the rate at which $W_{k}$ converges to a ball about $W^{*}$ for various $\alpha$ depends on the rate at which $\delta_{\alpha}(t)$ decays to zero. Observe that

$$
\left|\delta_{\alpha}(t)\right|^{2}=\sum_{i=1}^{d}\left(\frac{q_{i}^{T} p}{\lambda_{i}^{2}}\right)^{2} e^{\left(-2 \beta \lambda_{i} t\right)}
$$

Hence, by increasing $\alpha>0$, it follows that $\delta_{\alpha}(t)$ approaches zero more rapidly, whereas if $\alpha<0$ is decreased, $\delta_{\alpha}(t)$ approaches zero more slowly. Therefore, $\alpha$ can be thought of as a convergence rate accelerator relative to the convergence rate of LMS. Moreover, if $\alpha \in(0,1)$ is increased, the parameter estimates of MLMS will enter some ball about $W^{*}$ earlier than those for LMS for small $\mu$. This fact has been well established by numerous simulations [4]. Likewise, if $\alpha \in(-1,0)$ is decreased, the parameter estimates in MLMS will enter some ball about $W^{*}$ later than the parameter estimates in LMS [4].

As shown in [4], this faster convergence for $\alpha \in(0,1)$ is offset by an increase in the misadjustment of $W_{k}$ about the optimum weight
vector $W^{*}$. The misadjustment can be investigated by studying the distributional behavior of $\left\{W_{k}\right\}$. The central limit result (see [6, Th. 2]) shows that the parameter estimates are asymptotically distributed like a Gaussian random vector with mean $W^{*}$ and covariance matrix that depends on the statistics of $\left\{X_{k}\right\}$ and $\left\{D_{k}\right\}$.

To obtain the central limit result, we need to make an additional assumption ( H 4 or H 4 ') regarding the process $\left\{\left(D_{k}, X_{k}\right)\right\}$.

H4) Let $Z_{k}=\left(D_{k}-X_{k}^{T} W^{*}\right) X_{k}$. Assume

$$
\sqrt{\mu} \sum_{k=0}^{[t / \mu]-1} Z_{k} \Rightarrow B(t)
$$

where $B$ is $\mathbb{R}^{d}$-dimensional Brownian motion on $[0, \infty)$ with mean zero and has covariance matrix

$$
R_{L}=E\left[Z_{0} Z_{0}^{T}\right]+\sum_{n=1}^{\infty} E\left[Z_{0} Z_{n}^{T}+Z_{n} Z_{0}^{T}\right] .
$$

H4') $\quad D_{k}=X_{k}^{T} W^{*}+U_{k+1}$, where $\left\{U_{k}\right\}_{k=1}^{\infty}$ is a sequence of real valued i.i.d. random variables independent of $\left\{X_{k}\right\}_{k=0}^{\infty}$.
In [8, ch. 4], it is shown that H 4 holds for a large collection of random processes. Essentially, it is required that the sequence $\left\{Z_{k}\right\}$ be weakly dependent ( $\phi$-mixing with $\Sigma_{n} \phi^{1 / 2}(n)<\infty$ ). Furthermore, if $\left\{Z_{k}\right\}$ is a function of a $\phi$-mixing process, then under certain conditions on the function, H 4 will hold [8, p. 182]. Assumption H4' is common in the analysis of LMS type algorithms (see Section IV). Under assumption H4', with $\hat{W}_{k}=W^{*}-W_{k}$, (1) can be rewritten as

$$
\begin{equation*}
\hat{W}_{k+1}=\hat{W}_{k}-\mu\left(\hat{W}_{k}^{T} X_{k}+U_{k+1}\right)+\alpha\left(\hat{W}_{k}-\hat{W}_{k-1}\right) . \tag{10}
\end{equation*}
$$

We can repeat the previous convergence analysis and obtain results regarding the convergent behavior of the parameter estimate errors $\left\{\hat{W}_{k}\right\}$, which can then be translated into the behavior of the parameter estimates $\left\{W_{k}\right\}$.

Assuming either H4 or H4', the central limit results follow. We carry out the details, assuming H 4 holds in order to stay consistent with the previous analysis, where the behavior of the parameter estimates was studied. Note that $R_{L}$ has the following decomposition: $R_{L}=\overline{Q \Lambda Q}^{T}$, where $\bar{Q}=\left[\bar{q}_{1}, \bar{q}_{2}, \cdots, \bar{q}_{d}\right]$ is an orthogonal matrix, and $\bar{\Lambda}$ is a diagonal matrix of eigenvalues $\left\{\bar{\lambda}_{i}\right\}_{i=1}^{d}$ of $R_{L}$. Applying [6, Th. 2] and using the properties of Ornstein-Uhlenbeck processes [9], it can be shown that asymptotically, $W_{k}$ is mean zero and has covariance $\beta \Sigma$, where

$$
\begin{equation*}
\Sigma=\sum_{k=1}^{d} \sum_{l=1}^{d} \sum_{m=1}^{d} q_{k} q_{k}^{T} \bar{q}_{l} \bar{q}_{l}^{T} q_{m} q_{m}^{T} \frac{\bar{\lambda}_{l}}{\lambda_{k}+\lambda_{m}} \tag{11}
\end{equation*}
$$

That is, for small $\mu$ [5], it follows that $W_{k}$ is asymptotically Gaussian with mean $W^{*}$ and covariance $\mu \beta \Sigma$. Note that as $\alpha \rightarrow$ 1 , the covariance of $W_{k}$ becomes unbounded since $\beta \rightarrow \infty$. This divergence of the asymptotic variance of $W_{k}$ reinforces the conclusion in [4] regarding the instability of MLMS when $\alpha \rightarrow 1$.
If H4' holds, then for small $\mu, W_{k}$ is asymptotically distributed like a Gaussian random vector with mean zero and covariance

$$
\begin{equation*}
\frac{\mu \beta E\left[U_{1}^{2}\right]}{2} I_{d \times d} \tag{12}
\end{equation*}
$$

Example 1: Assume that $\mathrm{H} 1-\mathrm{H} 3$ and H 4 ' hold. Let $\mu_{\mathrm{LMS}}$ be a small stepsize, and let $\mu_{M L M S}=(1-\alpha) \mu_{\mathrm{LMS}}$, where $\alpha \in(-1,1)$. From (12), it follows that $W_{k}^{\mu_{\mathrm{LMS}}, 0}$ and $W_{k}^{\mu_{\mathrm{MLMS}}, \alpha}$ will have the same covariance matrix. Furthermore, it is easy to see using (3) that their convergence rate to $W^{*}$ will be identical.


Fig. 1. Theoretical and simulated trajectories for $\alpha=0$.


Fig. 2. Theoretical and simulated trajectories for $\alpha=0.5$.

## III. Other Adaptive Algorithms with Momentum Factors

The results have an obvious extension to other algorithms of the form

$$
\begin{equation*}
W_{k+1}=\alpha_{0} W_{k}++\mu H\left(W_{k}, Y_{k}, U_{k+1}\right) \tag{13}
\end{equation*}
$$

since the particular form of $H$ was not used in the previous analysis (see [6]). As an example, consider the sgn-sgn adaptive algorithm (see [5, sec. III-A]). With momentum factor $\alpha$, the update for the parameter estimate error becomes

$$
\begin{align*}
\hat{W}_{k+1}= & \hat{W}_{k}-\mu \operatorname{sgn}\left(X_{k}\right) \operatorname{sgn}\left(X_{k}^{T} \hat{W}_{k}+U_{k}\right) \\
& +\alpha\left(\hat{W}_{k}-\hat{W}_{k-1}\right) \tag{14}
\end{align*}
$$

where $\operatorname{sgn}(a)$ is the signum function. Assume the parameter estimates are initialized to zero, which implies that the parameter estimate error $\hat{W}_{0}$ is $W^{*}$. Assume that $\left\{U_{k}\right\}$ is a zero mean i.i.d symmetric sequence with probability distribution function $\eta(\cdot)$ and bounded, continuous density $f_{u}(\cdot)$ with $f_{u}(0)>0$ and $\alpha \in(-1,1)$. Assume $\left\{X_{k}\right\}$ is a stationary ergodic sequence (with distribution function $F$ ) independent of $\left\{U_{k}\right\}$. Let $W_{\mu, \alpha}(t)=\hat{W}_{[t / \mu]}$, and let $\beta=(1 / 1-\alpha)$. Referring to the computations in [5], it follows using [6, Th. 1] that


Fig. 3. Theoretical and simulated trajectories for $\alpha=0.8$.


Fig. 4. Theoretical and simulated trajectories for $\alpha=-0.5$.
for any $\epsilon>0, \alpha^{*} \in(0,1)$ and $T>0$

$$
\lim _{\mu \rightarrow 0} \mathcal{P}\left(\sup _{\alpha \in\left[-\alpha^{*}, \alpha^{*}\right]} \sup _{t \leq T}\left|W_{\mu}(t)-\mathcal{W}_{\alpha}(t)\right|>\epsilon\right)=0
$$

where $\mathcal{W}_{\alpha}$ is the unique solution of $\dot{w}=-\beta \hat{h}(w)$ with initial condition $w(0)=W^{*}$, and

$$
\hat{h}(w)=\int \operatorname{sgn}(x)\left[1-2 \eta\left(-x^{T} w\right)\right] d F(x) .
$$

Observe that

$$
\begin{equation*}
\frac{\partial \hat{h}}{\partial w}(0)=-2 \beta f_{u}(0) E\left[\operatorname{sgn}\left(X_{0}\right) X_{0}^{T}\right] . \tag{15}
\end{equation*}
$$

If the eigenvalues of $E\left[\operatorname{sgn}\left(X_{0}\right) X_{0}^{T}\right]$ have strictly positive real parts, then the sgn-sgn adaptive algorithm with momentum updating will be locally stable for any $\alpha \in(-1,1)$. Next, to simplify the computations needed to calculate the asymptotic distribution of $W_{k}$, assume that the input vector $X_{k}=\left[x_{k}^{1}, x_{k}^{2}, \cdots, x_{k}^{d}\right]^{T}$ consists of i.i.d. symmetric


Fig. 5. Theoretical and simulated trajectories for $\alpha=-0.8$.


Fig. 6. Theoretical and simulated densities for $\alpha=-0.8$.
components such that $E\left[X_{0} X_{0}^{T}\right]=\sigma_{x}^{2} I_{d \times d}$, where $\sigma_{x}^{2}>0$. Then, as in [5], at equilibrium, $\hat{W}_{k}$ is asymptotically distributed like a Gaussian random vector with mean 0 and covariance

$$
\frac{\beta \mu}{4 f_{u}(0) \sigma} I_{d \times d}
$$

where $\sigma>0$, and $E\left[X_{0} \operatorname{sgn}\left(X_{0}^{T}\right)\right]=\sigma I_{d \times d}$.

## IV. Application to First-Order Linear Prediction

Let $\left\{X_{k}\right\}_{k=-\infty}^{\infty}$ be a first-order autoregressive process

$$
X_{k+1}=r X_{k}+e_{k+1}
$$

where $|r|<1,\left\{e_{k}\right\}_{k=-\infty}^{\infty}$ is a sequence of i.i.d. random variables with $E\left[e_{n}\right]=0$, and $E\left[e_{n}^{2}\right]=\sigma^{2}$. Then, note that $\left\{X_{k}\right\}_{k=-\infty}^{\infty}$ is stationary ergodic [10, ch. 6], and for $k \geq 0$

$$
E\left[X_{0} X_{n}\right]=\frac{\sigma^{2} r^{n}}{\left(1-r^{2}\right)} .
$$

The first-order linear prediction problem is to estimate $X_{k+1}$ as a scalar multiple of $X_{k}$ such that the mean squared error is minimized.


Fig. 7. Theoretical and simulated densities for $\alpha=0$.


Fig. 8. Theoretical and simulated densities for $\alpha=0.5$.

The MLMS algorithm for solving this problem is

$$
W_{k+1}=W_{k}+\mu\left(X_{k+1}-W_{k} X_{k}\right) X_{k}+\alpha\left(W_{k}-W_{k-1}\right) .
$$

Note that $R=E\left[X_{0}^{2}\right]=\left(\sigma^{2} / 1-r^{2}\right)$, and $p=\left(\sigma^{2} r / 1-r^{2}\right)$. Assumptions H1-H3 and H4' are clearly satisfied. Therefore, since $W_{k} \approx \mathcal{W}_{\alpha}(k \mu)$, (3) and (12) imply that

$$
W_{k} \approx r-\frac{e^{-\beta R \mu k}}{R} p
$$

and $W_{k}$ is distributed like a Gaussian random variable with mean $r$ and variance $\beta \mu \sigma^{2} / 2$.

Experiment: Figs. 1-5 summarize how well the simulated trajectory matches the theoretical trajectory predicted by (3) for $r=0.8182$ and $\mu=0.001$. To determine the steady-state distribution of the parameter estimate errors ( $\hat{W}_{k}=r-W_{k}$ ), 1 million iterations of the algorithm were run, and the last 500000 were used to compute the simulated error densities. The plots show both the simulated and theoretical densities. In Fig. 6, $\alpha=-0.8$, and in Fig. 7, $\alpha=0$, whereas $\alpha=0.5$ in Fig. 8.

## V. Conclusions

Asymptotic results were derived for the MLMS and other momentum algorithms. The analysis was based on the results of [5]. The effect of the momentum factor on convergence was studied, and expressions for the asymptotic distribution of the parameter estimates were derived.
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## Occam Filters for Stochastic Sources with Application to Digital Images

Balas Natarajan, Konstantinos Konstantinides, and Cormac Herley


#### Abstract

An Occam filter employs lossy data compression to separate signal from noise. Previously, it was shown that Occam filters can filter random noise from deterministic signals. Here, we show that Occam filters can also separate two stochastic sources, depending on their relative compressibility. We also compare the performance of Occam filters and wavelet-based denoising on digital images.


## I. Introduction

A practical problem in real signal processing systems is the treatment of noise-corrupted signals. A commonly used noise-removal approach is the Wiener filter, which is a linear filter that weights the spectrum of the signal by an amount that depends on the noise strength at a given frequency. Recently, there have been a number of alternative nonlinear approaches to noise removal, representative of which is the soft-thresholding approach introduced by Carlson et al. [3] and furthered by Donoho and others [5], [6]. In this approach,
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